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In the framework of model-based clustering, I will review model selection criteria for 
choosing the number of clusters. I will pay special attention to the Integrated Completed 
Likelihood (ICL) of a mixture model. Different ways to approximate ICL with a full Bayesian 
view or with a maximum likelihood view will be presented and discussed. The position of 
ICL with respect to BIC criterion will be discussed too and the differences between these two 
criteria will be highlighted. Finally, some extensions of ICL, useful in applied contexts will be 
presented. 
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